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Figure 1. Utilizing only a text prompt as guidance, 3D Paintbrush seamlessly generates local stylized textures on bare meshes. Our
approach produces a localization map (yellow regions) and a highly detailed texture map which conforms to it.

Abstract

We present 3D Paintbrush, a technique for automati-
cally texturing local semantic regions on meshes via text
descriptions. Our method is designed to operate directly
on meshes, producing texture maps which seamlessly inte-
grate into standard graphics pipelines. We opt to simultane-
ously produce a localization map (to specify the edit region)
and a texture map which conforms to it. This approach im-
proves the quality of both the localization and the styliza-
tion. To enhance the details and resolution of the textured
area, we leverage multiple stages of a cascaded diffusion
model to supervise our local editing technique with gen-
erative priors learned from images at different resolutions.
Our technique, referred to as Cascaded Score Distillation
(CSD), simultaneously distills scores at multiple resolutions
in a cascaded fashion, enabling control over both the gran-
ularity and global understanding of the supervision. We
demonstrate the effectiveness of 3D Paintbrush to locally
texture different semantic regions on a variety of shapes.
Project page: https://threedle.github.io/3d-
paintbrush

1. Introduction
The ability to edit existing high-quality 3D assets is a funda-
mental capability in 3D modeling workflows. Recent works
have shown exceptional results for text-driven 3D data cre-
ation [32, 38, 48, 53, 58, 59], but focus on making global

edits. While some progress has been made on local edit-
ing using an explicit localization of the edit region [49, 67],
these regions are often coarse and lack fine-grained detail.
Highly-detailed and accurate localizations are important for
constraining the edits to be within a specific region, prevent-
ing changes unrelated to the target edit. Furthermore, while
meshes with texture maps are the de facto standard in graph-
ics pipelines, existing local editing work does not natively
operate on meshes nor produce texture maps for them.

In this work we develop 3D Paintbrush, a method for
automatically texturing local semantic regions on meshes
via text descriptions. Our method is designed to operate
directly on meshes, producing texture maps which seam-
lessly integrate into standard graphics pipelines. 3D Paint-
brush is controlled via intuitive, free-form text input, allow-
ing users to describe their edits using open vocabulary on
a wide range of meshes. Specifically, given an input mesh
and a text prompt, 3D Paintbrush produces the correspond-
ing high-quality texture map and a localization region to
confine it. To enhance the details and resolution of the lo-
cally textured area, we introduce Cascaded Score Distilla-
tion (CSD) which leverages multiple stages of a cascaded
diffusion model. Our explicit localization masks can be
used to layer our edit texture onto existing textures.

We opt to represent both our localization map and tex-
ture map as neural fields encoded by multi-layer percep-
tions. Our method synthesizes both a fine-grained localiza-
tion mask and high-quality texture in tandem. Simultane-
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Colorful polo shirt Superman emblem Tie-dye apron Muay Thai shorts Composite
Figure 2. Precise composition of multiple local textures. 3D Paintbrush produces highly-detailed textures that effectively adhere to the
predicted localizations. This enables seamlessly compositing local textures without unwanted fringes (right).

ously generating the localization and texture maps improves
the quality of each. The texture map drives the localization
to become more detailed and intricate. The localization ex-
plicitly masks the texture, ensuring a coherent local style
which respects the localization boundary.

Our local stylization operates in small regions, neces-
sitating higher resolution supervision compared to global
generative techniques. Existing approaches leverage pre-
trained text-to-image diffusion models with Score Distilla-
tion Sampling (SDS) to supervise text-driven optimizations
[31, 58]. Text-to-image diffusion models often contain mul-
tiple cascaded stages in order to achieve high resolution
[21], but standard SDS only utilizes the first low-resolution
stage of the cascaded model. Our technique, referred to
as Cascaded Score Distillation (CSD), simultaneously dis-
tills scores at multiple resolutions in a cascaded fashion,
enabling control over both the granularity and global un-
derstanding of the supervision. Since cascaded stages are
trained entirely independently, our insight is to formulate a
distillation loss that incorporates all stages in tandem.

In summary, our method enables local text-driven styl-
ization of meshes. By explicitly learning a localization
in tandem with the texture, we ensure that our edits are
bounded by the localized region. Using our CSD, which
leverages all stages of the diffusion model, we can control
the granularity and global understanding of the supervision
achieving higher resolution textures and localizations than
standard SDS. We demonstrate that 3D Paintbrush yields
diverse local texturing on a variety of shapes and seman-
tic regions and outperforms baselines both qualitatively and
quantitatively.

2. Related Work

A large body of work has studied stylization and analysis of
3D content. Existing work uses neural networks and opti-
mization [6, 15, 19, 22, 23, 30, 33, 37–39, 41, 42, 51, 60, 62]
for mesh stylization. Other works use a neural radiance field

NeRF [40] for stylization [11, 34, 64]. Yet, these works fo-
cus on stylization rather than localization. Large 2D models
have been used for analytical tasks in 3D such as localiza-
tion and segmentation [1, 2, 10, 17, 27, 28, 54, 57, 67], how-
ever, none of these works produce textures. Furthermore,
only [1, 2, 10, 67] aim to produce a tight localization on
meshes and we find that these approaches still produce rel-
atively smooth localization regions that cannot capture the
high frequency details needed for sharp local edits.

Text-driven generation and editing. Existing works have
leveraged pre-trained 2D models to generate 3D representa-
tions that adhere to a text prompt [4, 12, 16, 25, 29, 39, 41,
63]. Many recent methods [9, 26, 32, 44, 50, 53, 53, 58, 66]
use score distillation [44, 58] from 2D models to gener-
ate both geometry and styles from scratch, while other
works optimize the texture of an existing, fixed geome-
try [8, 38, 39, 47]. Other work aims to generate 3D rep-
resentations from images [14, 35, 36, 45].

Existing text-to-3D generative methods [38, 44, 58, 59]
can be used to perform global edits [18, 48, 67]. However,
since these approaches do not have explicit edit localiza-
tions, they struggle to perform highly specific local edits
without changing other components of the 3D representa-
tion’s appearance. Different from our objective, these works
aim to generate or globally manipulate existing 3D repre-
sentations, while our work focuses on local editing.

Text-driven local editing. Many approaches can perform
global 3D edits and progress has been made on local editing
in images and videos [5, 7, 13, 20]. Yet, few works have ad-
dressed the task of precise, local editing for 3D representa-
tions. Local editing is challenging since, in addition to syn-
thesizing the edit, methods need to localize the edit region.
FocalDreamer [31] obtains precise user defined edit regions
at the cost of requiring additional, tedious user input com-
pared to strictly text-driven approaches. Vox-E [49] (operat-
ing on voxel representations) and DreamEditor [67] (oper-
ating on NeRFs) both use attention maps to localize an edit
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Figure 3. Overview of 3D Paintbrush. Each point on the surface of the mesh is passed into three different branches to produce a
localization probability, texture map, and background map. We texture three different variants of the same mesh with the localization,
texture, and background maps and render them from the same viewpoint. Each image along with the corresponding text condition is used
to compute the CSD loss.

region and thus the localization has no visual meaning in
isolation. Our approach imposes a visual loss on our local-
izations in order to enforce sharp boundaries that are tightly
coupled with our texture edits. Additionally, since exist-
ing purely text-driven local editing approaches only work
on voxels and NeRFs, our approach is the first to enable
text-driven local editing on meshes.

High resolution text-to-3D. Several works have explored
techniques to increase the resolution for text-to-3D. Many
recent works apply SDS to latent diffusion models [32,
38, 58, 59, 66]. Recent works backpropagate the gradi-
ent through the encoder to get gradients in higher resolu-
tion 512x512 RGB space [32, 59, 66]. Other works use
timestep annealing to give less noisy supervision towards
the end of the optimization, thus increasing the detail of the
generations [24, 59]. HiFA [66] proposes denoising over
multiple successive timesteps each iteration to provide bet-
ter gradients and achieve high fidelity appearance. While all
of these approaches have shown impressive improvements
to the resolution of SDS supervision, SDS only utilizes the
base stage (not super-resolution stages). Thus, these pro-
posed improvements are orthogonal to ours and can be in-
corporated at the super-resolution stages using CSD as well.

3. Method
We show an overview of our method in Fig. 3. The inputs
to our system are a mesh M and a text description y of
the desired local edit. Our system produces a local texture
on the mesh M that adheres to the text prompt y. To su-
pervise our optimization, we use score distillation with a
pretrained text-to-image diffusion model. However, local
editing requires higher detail than standard generation due
to the small size and granularity of the desired edits. In
order to further improve the detail of our localization and
texture, we introduce Cascaded Score Distillation (CSD), a

technique that distills scores at multiple resolutions of the
2D cascaded model. This approach enables leveraging all
stages of a cascaded model and provides control over both
the detail and global understanding of the supervision.

3.1. Local Neural Texturing

3D Paintbrush represents local textures as neural texture
maps over the surface of a mesh M defined by vertices
V ∈ Rn×3 and faces F ∈ {1, ..., n}m×3. Extracting
an explicit texture map from our neural textures is trivial,
making our representation compatible with existing graph-
ics pipelines. Furthermore, using texture maps enables
producing high resolution textures (i.e. sub-triangle val-
ues) without a computationally expensive high resolution
mesh. A straight-forward approach of directly optimiz-
ing texture values results in texture maps with artifacts and
noise (see supplemental material). To mitigate this, we
leverage the smoothness of neural networks [46]. However,
a straight-forward application of an MLP to a 2D texture
map ((u, v) → (r, g, b)) is inherently invalid at the texture
seams (e.g. erroneous interpolations at boundaries), which
may lead to texture discontinuities on the rendered mesh.

We instead formulate our MLPs to operate on 3D co-
ordinates leading to predictions in 3D that are inherently
smooth and without any seam discontinuities. To do so, we
invert the UV mapping ψ(x, y, z) = (u, v) to get a map
ψ−1(u, v) = (x, y, z) from 2D texels to 3D coordinates on
the surface of the mesh. We optimize our MLPs with the
3D coordinates obtained from the 2D texel centers. We em-
ploy two primary networks, one for localization and one for
texturing. Our neural localization MLP is a function Fθ
that maps a 3D coordinate x = (x, y, z) to a probability p
(which we map back to a 2D localization map). Similarly,
our neural texture MLP is a function Fϕ that takes in a 3D
coordinate and outputs an RGB value (which we map back
to a 2D texture image). Our architecture first passes the 3D
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Camo poncho Beautiful rose Colorful doily seat cushion Batman emblem Rainbow headband

Tiger stripe belt Rainbow shinguards Tie-dye shirt Red flip flops Green ridged turtle shell
Figure 4. 3D Paintbrush produces highly detailed textures and localizations for a diverse range of meshes and prompts. Our method
synthesizes meaningful local edits on shapes, demonstrating both global and local part-level understanding.

coordinates through positional encoding [52] before going
through a 6-layer MLP. This formulation of using MLPs
defined on the 3D surface leads to a neural texture which
produces smoothly varying outputs in 3D, even though our
2D texture maps have discontinuities at the texture seams.
The smoothness provided by the MLPs reduces artifacts,
produces less noisy textures, and provides super resolution
capabilities. Although we optimize our MLPs with 3D co-
ordinates mapped from 2D texel centers, during inference,
we may query the MLP for any value (i.e. sub-texels that
enable super resolution texture maps even across seams).

3.2. Visual Guidance for Localized Textures

We guide our optimization using three distinct losses that
encourage both the localization and texture towards visu-
ally desirable results. Each loss is visualized as a branch in
Fig. 3 – top branch: localization loss, middle branch: local
texture map loss, bottom branch: background loss.
Local texture map loss. First, we obtain our local-
ization map Lmap ∈ [0, 1]H×W from the neural local-
ization MLP Lmap = ψ(Fθ(x)) and the texture map
Tmap ∈ [0, 1]H×W×3 from the neural texture MLP Tmap =
ψ(Fϕ(x)). We use the localization Lmap to mask the tex-
ture Tmap to get a local texture map T ′

map which only
contains textures inside the localization region. We apply
the masked texture T ′

map to our mesh M to get a locally-
textured mesh Mt and construct a local-texture text prompt
yt from the input text y (middle branch Fig. 3). We then
supervise our optimization using a text-conditioned visual
loss (cascaded score distillation, see Sec. 3.4) on Mt and
yt. By applying a visual loss to the localization-masked tex-
ture, we get informative and meaningful gradients for both
our texture MLP and our localization MLP.
Localization loss. Using only the texture loss allows for
trivial solutions where the mask contains a region that in-
cludes, but is much larger than, the desired localization re-

gion. To encourage the localization region to be meaning-
ful, we employ a visual loss on the localization region in
isolation (similar to 3D Highlighter [10]). Specifically, we
blend a (yellow) color onto the mesh according to the lo-
calization map to get a localization-colored mesh Ml (top
branch Fig. 3). From the text input y, we derive a target
localization prompt yl describing the localized region in the
format used in 3D Highlighter [10]. We then use Ml and yl
as input to the text-conditioned visual loss. Using this loss
significantly improves the detail and quality of the localiza-
tion (see supplemental material).

Background loss. Using only the top two branches in Fig. 3
leads to broader localizations that incorporate superfluous
elements characteristic of the input 3D model (i.e. a bill
on a duck), in addition to the desired localization region
(see supplemental material). To mitigate this, we learn a
background texture Bmap ∈ [0, 1]H×W×3 that intention-
ally contains these characteristic elements of the input 3D
shape in the inverse of the localization region 1 − Lmap
(the area outside the localization region). Specifically, we
blend both the background texture Bmap (using 1− Lmap)
and a yellow color (using Lmap) to get a composited tex-
ture B′

map = Lmap(YELLOW)+ (1−Lmap)Bmap (bottom
branch in Fig. 3). We apply the composited texture B′

map

to the mesh to get Mb and then supervise the background
MLP using a visual loss conditioned on both Mb and a tar-
get text yb (derived from y). The target text yb describes
the generic object class (i.e. ‘cow’ in Fig. 3) with a (yellow)
colored localization region. See supplemental material for
more details. The third loss directly encourages incorpo-
rating the superfluous elements in the background texture
which discourages the localization region from incorporat-
ing such undesired elements (since Lmap and 1−Lmap are
inverse masks).

Key to our method is the simultaneous optimization of
the localization map (that specifies the edit region) and the
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Simultaneous In series Independent
Figure 5. Impact of simultaneous optimization. Simultaneously
optimizing the localization and texture (left) results in higher-
detailed textures which effectively conform to the predicted local-
ization. If we first optimize the localization, then optimize the tex-
ture within the localization region (middle), both the localization
and texture are less detailed. Independent (right): if we optimize
the localization independently (independent: left) and the texture
independently (independent: middle), the texture does not align
with the localization and thus the masked texture contains fringe
artifacts (independent: right).

texture map that conforms to it. This approach improves
the quality of both the localization and the stylization. The
texture map drives the localization to become more detailed
and intricate, while the localization explicitly masks the tex-
ture, ensuring a coherent local style which respects the lo-
calization boundary (see Fig. 5).

3.3. Score Distillation and Cascaded Diffusion

Score Distillation. To guide our local stylization, we
leverage powerful pretrained text-to-image diffusion mod-
els. Existing approaches use these models in conjunction
with Score Distillation Sampling (SDS) to supervise text-
driven optimizations [44, 58]. For each iteration of an opti-
mization of an image x that we want to supervise with dif-
fusion model ϕ and text prompt y, SDS [44] proposes the
following gradient:

∇xLSDS(ϕ, x, y) = w(t)(ϵϕ(zt, t, y)− ϵ) (1)

where timestep t ∼ U({1, . . . , T}) is sampled uniformly
and noise ϵ ∼ N (0, I) is Gaussian. The noisy image zt
is obtained by applying a timestep-dependent scaling of ϵ
to the image x. The weight w(t) is a timestep-dependent
weighting function and ϵϕ(zt, t, y) is the noise predicted by
the diffusion model conditioned on zt, t, and y. Note that
Eq. (1) omits the U-Net Jacobian term (not needed in prac-
tice [44]). This objective is similar to the objective used in
diffusion model training, however, instead of optimizing the
weights of the model, the gradient is applied to the image x.

Cascaded Diffusion. Text-to-image diffusion models often
contain multiple cascaded stages at different resolutions in
order to achieve high resolution outputs [21]. These cas-
caded diffusion models consist of a base stage ϕ1 (stage 1)
and some number of super-resolution stages ϕi>1 (stages
2-N ). The base stage is identical to a standard diffu-
sion model, predicting noise ϵϕ1(z1t , t, y) conditioned on

noisy image z1t , timestep t, and text prompt y. How-
ever, the super-resolution stages are conditioned on two
differently-noised images: one at the current resolution
(zit with timestep t and noise ϵi) and one at the lower
resolution (zi−1

s with timestep s and noise ϵi−1). The
predicted noise for the super-resolution stage is given by
ϵϕi(zit, t, z

i−1
s , s, y). During inference, the lower resolution

input image is obtained by adding noise to the output of the
prior stage. However in training, both the high and low reso-
lution images are obtained by sampling a single image from
the training dataset and rescaling it to different resolutions.

Standard SDS [44] only utilizes the first, low-resolution
base stage, thus neglecting the full potential of the cascaded
model. It is not immediately obvious how to formulate
a score distillation technique for all stages of a cascaded
diffusion model since super-resolution stages take multiple
resolution inputs and, at inference, they require a fully de-
noised output from the prior stage [21]. We take inspira-
tion from SDS and use the perspective of diffusion train-
ing as opposed to inference, and extend it to the training of
cascaded diffusion models. To our knowledge, we are the
first to consider score distillation using the cascaded super-
resolution stages.

3.4. Cascaded Score Distillation

CSD overview. Our technique, referred to as Cascaded
Score Distillation (CSD), simultaneously distills scores at
multiple resolutions in a cascaded fashion (illustrated in
Fig. 6). Since the stages of a cascaded diffusion model
ϕ are trained entirely independently of one another, our
insight is to formulate a distillation loss that incorporates
gradients from all stages (ϕ1, ..., ϕN ) simultaneously. We
observe that different stages of the cascaded model pro-
vide different levels of granularity and global understanding
(Fig. 7). Controlling the influence of each stage provides
control over the details and the corresponding localization
of the supervision (Fig. 8).

CSD Formalization. Consider a mesh Mθ with a neural
texture parameterized by an MLP θ (This MLP could be
either Fθ, Fϕ, and Fψ in Sec. 3.2). We first render Mθ

at N different resolutions using a differentiable renderer g
to get multiple images g(Mθ) = x = {x1 . . . xN} such
that xi is the same resolution as stage ϕi. For the base
stage ϕ1, we perform standard SDS using Eq. (1) on x1

and prompt y to get a gradient ∇x1 . For all stages ϕi for
i > 1, we sample two timesteps t, s ∼ U({1, . . . , T}),
noise ϵi ∼ N (0, I) at the resolution of stage ϕi, and noise
ϵi−1 ∼ N (0, I) at the resolution of stage ϕi−1. Using
timestep-dependent schedule coefficients α and σ, we com-
pute a noisy image zit = αtx

i+σtϵ
i by applying a timestep-

dependent scaling of ϵi to the image xi. Similarly, we
compute zi−1

s = αsx
i−1 + σsϵ

i−1 by applying a timestep-
dependent scaling of ϵi−1 to the image xi−1. We then use
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Figure 6. Cascaded Score Distillation (CSD). We simultaneously
distill scores across multiple stages of a cascaded diffusion model
in order to leverage both the global awareness of the first stage and
the higher level of detail contained in later stages. The difference
between the predicted noise and sampled noise is the image gradi-
ent for each stage.

ϕi to predict noise ϵϕi(zit, t, z
i−1
s , s, y) conditioned on the

noisy images, timesteps, and text prompt. Our gradient ∇xi

for stage ϕi for i > 1 is the difference between the pre-
dicted noise and the (higher-resolution) sampled noise ϵi,
weighted by the timestep-dependent function w(t):

∇xiLCSDi(ϕi, xi, xi−1, y) =

w(t)(ϵϕi(zit, t, z
i−1
s , s, y)− ϵi). (2)

With all gradients ∇x1 , . . . ,∇xN computed, we weight
each gradient ∇xi with a user defined λi to provide con-
trol over the impact of the supervision from each stage of
the cascaded model. Thus our full gradient with respect to
any given neural texture θ can be described by:

∇θLCSD(ϕ,x = g(θ), y) =

λ1∇x1LSDS(ϕ1, x1, y)
∂x1

∂θ

+

N∑
i=2

λi∇xiLCSDi(ϕi, xi, xi−1, y)
∂xi

∂θ
. (3)

Note that just as in SDS [44], we can avoid computing
the U-Net Jacobian term ∂ϵϕ(z

i
t,t,z

i−1
s ,s,y)

zit
(not shown in

Eq. (3)) since each stage is entirely independent and our
gradient is only with respect to the high-resolution image
xi. Thus, we directly apply λi∇xi to the image xi without
having to compute the costly backpropagation through the
U-Net. Using the gradient ∇θLCSD(ϕ,x = g(θ), y), we
update the weights of our MLP θ.

4. Experiments
We demonstrate the capabilities of 3D Paintbrush on a wide
variety of meshes (from different sources [55, 56, 61, 65])

Only stage 1 Only stage 2 CSD
Figure 7. Impact of cascaded stages. Different stages of the cas-
caded model provide different levels of granularity and global un-
derstanding. Using only the (low resolution) stage 1 model gives a
low-resolution result in the correct location. While the (high reso-
lution) stage 2 model gives a high-resolution result, it is placed in
the incorrect location. Our CSD simultaneously uses stage 1 and
2, resulting in a highly-detailed texture in the appropriate location.

and prompts. We highlight key properties of our method
such as localization precision and edit specificity. We then
demonstrate the importance and capabilities of our CSD
loss including its high resolution supervision and intuitive
controls. Finally, we evaluate our system against other lo-
calization and editing baselines and ablate the key compo-
nents of our method. In our experiments, we use Deep-
Floyd IF [3] for our cascaded model. Our unoptimized Py-
Torch [43] implementation takes 4 hours on a standard A40
GPU, typically achieving satisfactory results within 2 hours.

4.1. Properties of 3D Paintbrush

3D Paintbrush generality. 3D Paintbrush is capable of
producing highly detailed localizations and textures on a
diverse collection of meshes and prompts (Fig. 4). Our
method is not restricted to any category of meshes and we
show results on organic and manufactured shapes. Further-
more, our local textures can be specified with open vocabu-
lary text descriptions and are not limited to any predefined
categories or constraints. This includes “out-of-domain”
local textures such as the rainbow shinguards on a giraffe
which are not naturally seen in the context of these objects,
yet are precisely placed in semantically meaningful loca-
tions with highly detailed textures.
3D Paintbrush precision and composition. 3D Paintbrush
produces precise localizations and highly-detailed textures
that effectively adhere to these predicted localizations (see
Fig. 2). The tight coupling between the localization and
texture (see the gold chain necklace in Fig. 1) enables seam-
less composition of multiple local textures simultaneously
on the same mesh without any layering artifacts. For exam-
ple, the sharp localization boundary of the “Tie-dye apron”
(in Fig. 2) allows us to composite this local texture on top of
other textures without obstructing these textures in regions
outside of the apron’s boundary.
3D Paintbrush specificity and effectiveness. 3D Paint-
brush produces accurate and high resolution local edits that
closely adhere to the text-specification (see Fig. 10). Our
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Figure 8. Granular control with CSD. Varying the weight between stage 1 and stage 2 results in control over the details and corresponding
localization. Only using stage 1 (leftmost) is rather coarse; only using stage 2 (rightmost) is highly detailed with an incorrect localization.
Increasing the stage 2 weight (moving left to right) progressively increases the detail and granularity of the supervision, enabling smooth
and meaningful interpolation between stage 1 and 2.

method’s fine-grained results contain intricate details (i.e.
the badge on “Barcelona jersey”) and reflect the subtle dif-
ferences in the text prompts (i.e. the “cape” on the dog is
more tapered than the boxier “poncho”). This specificity al-
lows us to produce many diverse and distinct local styles.
We show multiple local edits on the same mesh for multi-
ple different meshes, demonstrating the effectiveness of our
method on diverse prompts and meshes.

4.2. Importance of Cascaded Score Distillation

Impact and granular control of CSD. Our cascaded score
distillation (CSD) simultaneously distills scores at multiple
resolutions in a cascaded fashion. We observe that differ-
ent stages of the cascaded diffusion model give different
levels of granularity and global understanding (Fig. 7). Us-
ing only the (low resolution) stage 1 model is equivalent to
SDS. Though SDS produces an accurate localization and
coherent texture, the result is low-resolution (see Fig. 9).
Conversely, using only the (high resolution) stage 2 model
gives a high-resolution result, but often fails to properly lo-

SDS

CSD
Figure 9. Importance of super-resolution stage in CSD. Using
stage 1 only (equivalent to SDS) lacks fine-grained details. Incor-
porating the second super-resolution cascaded stage from our CSD
increases the resolution and detail. Input text prompts (from left
to right): Colorful crochet shell, Cactus base, Tiger stripe shirt.

calize the texture leading to undesirable results. Our CSD
simultaneously combines the supervision from stages 1 and
2, resulting in a highly-detailed texture in the appropriate
location. Increasing the stage 2 weight (moving left to right
in Fig. 8) progressively increases the detail and granularity
of the supervision, demonstrating smooth and intuitive in-
terpolation between stage 1 and 2. In our experiments, we
use a fixed weighting scheme, but this result demonstrates
that our method works for a broad range of weights. Quan-
titative evidence supporting the importance of the CSD loss
can bee seen in Tab. 1.

Localization SATR 3D Highlighter Ours
Average Score ↑ 1.89 2.03 4.80

Local Edits Latent Paint Vox-E Ours (SDS) Ours
Average Score ↑ 2.14 2.15 4.06 4.88

Table 1. Quantitative evaluation. We conduct a perceptual
study where users evaluate our localizations and local edits com-
pared to baseline methods (3D Highlighter [10], SATR [2], Latent
Paint [38], Vox-E [49], and our method with standard SDS loss).

4.3. Evaluation

Simultaneous localization and texture. We demonstrate
the importance of simultaneously optimizing the localiza-
tion region and texture in tandem in Fig. 5. We observe
that simultaneous optimization results in highly detailed
textures which effectively conform to the predicted local-
ization regions (Fig. 5, left). Furthermore, the resulting lo-
calization region is sharp and intricate. Alternatively, we
optimize the localization region first and use the predicted
localization to learn a texture which is confined to the (pre-
computed) localization region (Fig. 5, middle). In this case,
the texture is less detailed, and the localization region is less
intricate. Finally, we can learn the texture and localization
region independently (Fig. 5, independent). This results in a
texture (Fig. 5 independent, middle) that is completely de-
coupled from the localization region (Fig. 5 independent,
left). When masking the texture with the localization re-
gion, we observe a misaligned texture with fringe artifacts
(Fig. 5 independent, right).
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Red bow tie Turtle shell Beautiful rose hump Red bow tie Barcelona jersey Denim overalls

Beautiful roses Colorful crochet base Rainbow headband Camo poncho Superhero cape Tiger stripe hat
Figure 10. 3D Paintbrush is capable of producing a variety of local textures on the same mesh. Each result contains an accurate localization
map (to specify the edit region) and a texture map that conforms to it.

Quantitative evaluation. 3D Paintbrush is the only method
geared towards local editing that natively operates on
meshes. We compare to the closest mesh-based methods
which perform localization (3D Highlighter [10], SATR [2])
and texturing (Latent Paint [38]). We also compare to a
voxel NeRF approach for local 3D editing (Vox-E [49]).

To evaluate our method against these baselines, we con-
duct a perceptual study where 39 users rate the effective-
ness of each method for 9 different meshes (see Tab. 1). 3D
Paintbrush consistently scores the highest for both localiza-
tion and local editing, producing sharper localizations than
3D Highlighter and SATR and higher resolution textures
than Latent Paint and Vox-E. Further quantitative evalua-
tion using CLIP R-Precision and qualitative comparisons to
these baselines are shown in the supplemental material.

Limitations. We illustrate a limitation of our method in
Fig. 11. In cases where the desired local texture has strong
semantic connections to additional components, these aux-
iliary components can sometimes be included in the local-
ization and local texture. For example, a “Pharaoh head-
dress” is closely associated with Egyptian necklaces and
thus our method also localizes and styles this component
as well. Our method also suffers from the Janus effect com-
mon to many text-to-3D methods that use 2D supervision.

5. Conclusion

We presented 3D Paintbrush, a technique that produces
highly detailed texture maps on meshes which effectively
adhere to a predicted localization region. Our system is
capable of hallucinating non-obvious local textures on a
wide variety of meshes (such as heart-shaped sunglasses
on a cow). Our localizations are detailed and accurate, en-

abling seamless post-processing (such as compositing tex-
tures without unwanted fringe). We proposed cascaded
score distillation, a technique capable of extracting super-
vision signals from multiple stages of a cascaded diffu-
sion model. We observe that each stage controls different
amounts of detail and global understanding. Further, vary-
ing the weights for each stage provides control over the re-
sulting local textures. We show the effectiveness of CSD
to locally texture meshes; yet, CSD is general and can be
applied to other domains (such as images, videos, and alter-
native 3D representations). In the future, we are interested
in extending localized editing to capabilities beyond textur-
ing (such as deformations, normal maps, and more).
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they are commonly associated with pharaohs.
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Supplementary Material for 3D Paintbrush: Local Stylization of 3D Shapes with
Cascaded Score Distillation

A. Additional Experiments
Variation. For a given mesh and prompt, there are often
multiple valid interpretations for the local edit. With differ-
ent seeds, our method produces various diverse, yet plausi-
ble, results (see Fig. 12) allowing users to choose the output
that best matches their desired edit.

Qualitative comparisons. We show qualitative compar-
isons of our method to other localization and editing tech-
niques. For our localizations, we compare to the mesh-
native approaches 3D Highlighter [10] and SATR [2]. Our
localizations are more accurate and more highly-detailed
than 3D Highlighter and SATR (see Fig. 13). For example,
the position and shape of our apron more closely adheres to
that of an apron and our necklace contains the fine-grained
chain links whereas both 3D Highlighter and SATR pro-
duce an overly smooth band. Since our method is the first
approach to perform local edits on meshes, we evaluate our
local editing capabilities by comparing to the mesh-native
global editing method Latent Paint [38] and the voxel-based
NeRF local editing method Vox-E [49]. In Fig. 14, we
observe that our method produces local stylizations with

Plaid scarf

Colorful crochet hat

Figure 12. Variation. 3D Paintbrush can give multiple varied, yet
plausible, outputs for a given local style depending on the input
seed. We show results on two different seeds for each local style.

Ours

3D Highlighter

SATR

Figure 13. Qualitative localization comparison. Our localiza-
tions are more accurate and finer-grained than 3D Highlighter [10]
and SATR [2]. Full input text prompts (from left to right): a 3D
render of a gray cow with a yellow chain link necklace, a 3D ren-
der of a gray person with a yellow apron, a 3D render of a gray
camel with a yellow turtle shell, a 3D render of a gray robot with
a yellow batman chest emblem.

higher resolution textures than Latent Paint [38] and Vox-
E [49]. Furthermore, our texture edits are contained to a
local semantic region corresponding to the target edit. In
contrast, Vox-E often makes changes to parts of the texture
that are unrelated to the target edit and Latent Paint consis-
tently makes changes to the entire texture.

Clip R-Precision ↑
Method CLIP B/32 CLIP B/16 CLIP L/14

Loc Style Loc Style Loc Style

3DH 13.3 n/a 7.0 n/a 23.7 n/a
LatentPaint n/a 20.0 n/a 20.0 n/a 20.0
Ours 26.7 60.0 13.0 40.0 46.7 73.3

Table 2. Quantitative evaluation. We compare our localizations
to 3D Highlighter [10] (3DH) and our local textures to Latent
Paint [38] and report CLIP R-Precision. Note, 3DH does not pro-
duce stylizations and Latent Paint does not produce localizations.

Quantitative evaluation with CLIP R-Precision. We
compare our method to mesh-native baselines using CLIP
R-Precision, an automated method for measuring alignment
between generations and text prompts commonly used in
text-to-3D [10, 25, 41, 44]. Given a set of text prompts
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Ours

Latent Paint

Vox-E

Figure 14. Qualitative local stylization comparison. Our 3D
Paintbrush gives more highly detailed and local edits than Latent
Paint [38] and Vox-E [49]. Full input text prompts (from left to
right): a 3D render of a gray hand with a fancy gold watch, a 3D
render of a gray Lego minifigure with a Barcelona jersey, a 3D
render of a gray desk chair with a colorful doily seat cushion, a 3D
render of a gray person with a tie-dye apron.

and corresponding generated textured meshes, this metric
reports the percentage with which CLIP is able to retrieve
the correct text prompt used to generate each given tex-
tured mesh. 3D Paintbrush consistently scores the highest
for both localization and local texturing (Tab. 2). We give
further details on CLIP R-Precision in Appendix B.

MLP and direct optimization ablation. We show an abla-
tion of using MLPs by replacing them with direct optimiza-
tion for the localization and texture maps (Fig. 15). Our full
method (far left) using MLPs for both the localization and
texture maps gives an accurate and contiguous localization
with a clean, detailed local texture. Directly optimizing the
texture map values instead of using an MLP (center left)
results in a noisier, grainy texture. Using an MLP for the
localization map is especially important since we want the
localizations to be mostly contiguous and the smoothness
of the MLPs gives us this. Directly optimizing the local-
ization map values instead of using an MLP gives a non-
contiguous, speckled localization. This localization detri-

Both MLP Direct texture Direct Loc Both direct
Figure 15. MLP ablation. We ablate the use of MLPs by using di-
rect optimization for both the localization and texture maps. Using
MLPs provides smooth localization and texture while using direct
optimization leads to noisy and less coherent results.

Ours w/o separate MLP w/o background loss
Figure 16. Background loss ablation. Our method (left) pro-
duces an accurate localization and texture that are highly detailed
and tightly coupled. Removing the background MLP Fψ and in-
stead learning the background through the main texture map Tmap
leads to poor localization which also degrades the texture (middle).
Removing the background loss completely leads to the incorpora-
tion of superfluous elements from the input model (i.e. a bill on a
duck) into the localization (right).

mentally affects the texture as well, whether the texture is
optimized either with an MLP (center right) or directly (far
right).

Background loss ablation. We opt to learn the background
texture in a separate map from the desired texture map (mid-
dle and bottom branches of Fig. 3) enabling our method
to produce accurate localizations with tightly coupled and
detailed textures (Fig. 16, left). If we instead remove the
explicit background texture map (and MLP) and allow the
background to be predicted using the same texture map
as the main edit texture Tmap, (by applying background
loss to Tmap masked with the inverse of the localization
mask), then the localization and texture become misaligned
(Fig. 16, middle). In this case, when the edit and back-
ground share the same texture map, if the localization re-
gion expands during training to include features that had
been considered background, the edit texture may retain
these features of the object (rather than expand the edit tex-
ture features to fill the localization) and the localization may
continue to expand. If we instead remove the background
loss entirely, this also produces undesirable results (Fig. 16,
right). Specifically, we observe extra elements incorporated
in additional localization regions that contain characteristics
of the input shape (e.g. bill on a duck).

Localization loss ablation. We show an ablation on the
localization loss (see Fig. 17). Using our full method, we
obtain a precise localization that accurately depicts the local
edit region “polo shirt” (left). Without our localization loss,
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Ours w/o localization loss
Figure 17. Localization loss ablation. We show an ablation of the
localization loss using the local edit “polo shirt” on a person mesh.
Without this loss, there is no explicit incentive for the localization
to be visually meaningful in isolation which can lead to inaccurate
localization regions (right).

the only supervision signal for the localization region comes
from the style loss as that depends on the localization region
to obtain the masked texture. From just this signal, there
is no incentive for the localization to have visual meaning
and thus we often end up with inaccurate localizations (right
localization). These poor localizations can lead to worse
textures as well (right texture).

B. Implementation and Further Details
MLP architecture. Our MLPs consist of a positional en-
coding layer followed by 6 linear layers. Both texture MLPs
and the localization MLP take a dimension 3 input corre-
sponding to a 3D coordinate. All linear layers have width
256 and each linear layer is followed by a ReLU activation
and subsequently a layer norm. The localization MLP out-
puts a single probability between 0 and 1, while the texture
MLPs output 3 values each also within the range 0 to 1 cor-
responding to RBG values.

Optimization and supervision details. We use PyTorch
to implement our method. For our optimization, we use
an Adam optimizer with a constant learning rate of 1e−4.
We use the Huggingface Diffusers implementation of Deep-
Floyd IF for our diffusion supervision. For all experiments,
we use a classifier free guidance weight of 20. We train for
4 hours on a single A40 GPU which typically equates to
4000 iterations.

Text prompt formulation. To create the text prompts, our
method takes as input the object class (i.e. “cow”), the de-
sired style term (i.e. “colorful crochet”) and the desired lo-
cal edit (i.e. “hat”). To create yl, we formulate the prompt
“a 3D render of a gray [object class] with a yellow [local
edit]” or specifically, “a 3D render of a gray cow with a yel-
low hat.” To get yt, we use “a 3D render of a gray [object
class] with a [style term] [local edit]” or “a 3D render of a
gray cow with a colorful crochet hat.” To obtain yb, we use
“a 3D render of a [object class] with a yellow [local edit]”

or “a 3D render of a cow with a yellow hat.”
View selection. At each iteration of our optimization we
render our mesh from multiple views. To select these views,
we randomly sample camera elevation, azimuth, and radius
from predefined ranges that can be specified by the user. In
all of our experiments, we render 4 views each iteration.
For all experiments, we sampled azimuths ranging from 0
to 360 degrees. By default, we sample elevations from the
range 0 − 150 degrees, however for some meshes, we nar-
row this range to 0− 100 degrees. For all experiments, our
camera radius is sampled uniformly from the range 1− 1.5.
Quantitative evaluation with Clip R-Precision details.
To quantitatively evaluate our method, we use a CLIP R-
Precision metric tailored to evaluating either localizations
or local styles. We create 15 local edits and record the both
the target localization yl and target local style yt for each
edit as well as their corresponding generated localizations
and local styles. To create our localizations for 3D High-
lighter [10], we run 3D Highlighter on each of those 15 yl’s
to get 15 localizations. To create our local styles for Latent
Paint [38], we run Latent Paint on each of the 15 yt’s. To
compute the CLIP R-Precision score for localizations for
a given method, we do the following. For each localiza-
tion result Li of the 15 total from this method, we compute
the CLIP similarity between renders of Li and each of the
15 yl’s to get 15 similarity scores. If the yl with the high-
est CLIP similarity to Li is the yl that was used to gener-
ate Li then this Li is awarded a score of 1, otherwise it is
awarded a score of 0. To compute the CLIP R-Precision for
this method, we take the average score of all 15 Li’s and
multiply by 100 to get a percentage. The CLIP R-Precision
for the local styles is computed similarly, except using lo-
cal styles instead of localizations. Specifically to compute
the CLIP R-Precision of the local style for a given method,
we do the following. For each local style result Si of the
15 total from this method, we compute the CLIP similar-
ity between renders of Si and each of the 15 yt’s to get 15
similarity scores. If the yt with the highest similarity score
to Si is the yt that was used to generate Si then this Si is
awarded a score of 1, otherwise it is awarded a score of 0.
To compute the CLIP R-Precision for this method, we take
the average score of all 15 Si’s and multiple by 100 to get a
percentage.

3


	. Introduction
	. Related Work
	. Method
	. Local Neural Texturing
	. Visual Guidance for Localized Textures
	. Score Distillation and Cascaded Diffusion
	. Cascaded Score Distillation

	. Experiments
	. Properties of 3D Paintbrush
	. Importance of Cascaded Score Distillation
	. Evaluation

	. Conclusion
	. Acknowledgments
	. Additional Experiments
	. Implementation and Further Details

